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	This document

Because of my difficulties with entering data into the prototype component model, I asked several participants in the Bernstein project to provide a description for 5 images from WILC. This document summarizes the input provided by 6 respondents.

The main question is: How can we avoid ambiguities on description level– if we can?

This document shows that some features are extremely difficult to describe and consequently problems will even persist after the application of a specific solution (as described in this document). Erroneous or ambiguous descriptions can cause data to become irretrievable. Therefore, and because describing watermarks according to the component model is extremely expensive, we should consider a thorough revision.



	Related documents

testConsistenteInvoer08.xls shows 3 tabs containing the descriptions (tab1: ‘data entry’), an overview of the results (tab2: ‘results’) and the problems and possible cures (tab3: ‘problems & cure’).



The data
6 respondents entered their descriptions of 5 images from WILC into the prototype of the component model:
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These images were chosen because their features appeared to be a little ambiguous, although the image quality seemed to be fine (compared to other images in WILC; in those cases, providing a feasible description is even harder).
Consequences of ambiguities introduced during description entry
A description that does not match the user’s expectations causes problems in recall or precision
. In our situation, recall problems are probably even worse than precisions problems, unless the amount of results in the latter case becomes so large that it is impossible for the user to “sieve” them manually.
In the following, it will be assumed that the person who entered the data has not introduced sloppiness errors.
The expectation was that certain features cause problems concerning data entry vs. retrieval mismatches. This is inherent to the nature of particular features. For example, it is easier to recognize if a bull’s head has one or two eyes than identifying the shape of the head. Features that leave space for subjective interpretation (e.g. shapes) instead of capturing objective criteria (e.g. absence or presence of a feature) will always be problematic in the component model.
Result analysis: inventory of possibly problematic features
Because the sample of respondents was so small, the results were summarized in a way that seemed relevant to the quality of the search function. It is a very rough way to analyze the answers of the respondents, but the individual answers are still visible in the first tab of the excel sheet. An overview of each step (i.e. tab) of the analysis will be given.
	Tab 1: ‘data entry’




All descriptions entered by respondents were collected and gathered in an excel document. For each image, all answers were summarized using a colour scheme. For each feature in a particular image, one of 3 categories was assigned:
1. If all decisions coincided, a green label was assigned to the answers (= ‘no problem’).
-> this category was assigned 57 of 135 times, i.e. ca. 42%
-> with the exclusion of two categories* i.e. 45,6% 

2. If one or more respondents assigned a feature “undecidable”, an orange label was given (= ‘indecisive’).

A recall problem might arise, when “undecidable” values are excluded in a query.

A precision problem might arise, when “undecidable” values are included in a query.

-> this category was assigned 26 of 135 times, i.e. ca. 19%
-> with the exclusion of two categories* 16 of 135 times, i.e. 12,8% 

3. If one or more respondents assigned different values, a red label was assigned (= ‘problem’).
a. If nobody opted for “undecidable”, the number of categories assigned is displayed in the field

b. If at least one person chose “undecidable”, a “+” was added to the number of categories assigned.

-> this category was assigned 52 of 135 times, i.e. ca. 39%
-> with the exclusion of two categories* i.e. 41,6%
In some fields, comments were added: “unavailable” and “undecidable” were sometimes treated as synonyms for practical reasons because respondents in fact seemed to agree on the value of the feature.
	Tab 2: ‘results’

The colour coded overview from tab1 is taken over in tab2




1. The data will be evaluated per watermark by counting how often the three categories (i.e. ‘no problem’, ‘indecisive’, ‘problem’) occur. The results are as follows:
	image 1
	15
	4*
	8
	fine

	image 2
	13
	5*
	9
	fine

	image 3
	10
	5*
	12
	problematic

	image 4
	11
	5*
	11
	≈

	image 5
	8
	7*
	12
	problematic

	 TOTAL
	57
	26
	52
	


Conclusion: None of the watermarks was described entirely unanimously (i.e. all features categorized in ‘no problem’ and eventually in ‘in decisive’).

The results per watermark image reveal:

· in 2 of 5 watermark images, the category ‘no problem’ outweighs the category ‘problem’
· in 1 of 5 watermark images, the categories ‘no problem’ and ‘problem’ gain equal count
· in 2 of 5 watermark images, the category ‘problem’ outweighs the category ‘no problem’
* remark: 2 features (nostrils: alignment, distance) might be excluded from the table because none of the images beared a bull’s head with nostrils

2. The data will be evaluated per feature. Because there are 5 images, this provides percentages in steps of 20. This can be seen in the three green-orange-red bars underneath the image descriptions. The threshold for assigning the value ‘problem’ in the table underneath (right column) was when respondents disagreed about a feature in at least 3 of the 5 images. The value ‘no problem’ was assigned when respondents decided unanimously on a feature (dark green) or when they agreed or chose ‘undecidable’ (light green).
	 
	central chain line
	100
	 
	 
	no problem

	 
	left chain line
	40
	40
	20
	

	 
	right chain line
	40
	 
	60
	problem

	global shape
	orientation
	60
	 
	40
	

	
	profile
	100
	 
	 
	no problem

	ears
	endings
	20
	20
	60
	problem

	
	number
	100
	 
	 
	no problem

	
	roundness
	 
	 
	100
	problem

	
	width
	 
	40
	60
	problem

	eyes
	alignment
	20
	40
	40
	

	
	distance
	20
	40
	40
	

	
	number
	60
	 
	40
	

	
	position
	60
	40
	 
	no problem

	
	shape
	20
	20
	60
	problem

	front
	shape
	100
	 
	 
	no problem

	head
	shape
	 
	 
	100
	problem

	horns
	endings
	80
	20
	 
	no problem

	
	orientation
	100
	 
	 
	no problem

	
	inside
	60
	20
	20
	

	in-between horns
	shape
	20
	 
	80
	problem

	nose
	concomitance other elements
	20
	20
	60
	problem

	
	shape
	40
	20
	40
	

	nostrils
	alignment*
	 
	100
	 
	no problem

	
	distance*
	 
	100
	 
	no problem

	
	number
	80
	 
	20
	

	additional components
	number
	 
	 
	100
	problem

easy to solve

	
	type
	 
	 
	100
	problem

easy to solve

	
	
	 
	 
	 
	

	
	
	1140
	520
	1040
	

	TOTAL (in %)
	
	42,22
	19,26
	38,52
	


The results per feature show:
· 5 of 27 features were categorized consistently in all five watermark images 

· 4 of 27 features were categorized unanimously or ‘undecidable’

· this can easily be increased by 2 by clarifying the description of ‘additional motives’ 
· 10 of 27 features have a ‘problem’ in at least 3 of the 5 images
· this can easily be decreased by 2 by clarifying the description of ‘additional motives’ (see table problem – easy to solve)
* remark: 2 features (nostrils: alignment, distance) might be excluded from the table because none of the images beared a bull’s head with nostrils 

	Tab3: ‘problems & cure’

The percentage overview from tab2 is taken over in tab3




This overview is a bit more complex. It does not only show if a feature is problematic, but also why a problem occurs and if it can be cured. Please note that this tab reflects my personal view on the data. You can form your own opinion by consulting the ‘raw’ data contained in tab1. 
Please consult the excel sheet for the specific results.
The following questions will be applied to each feature:

1. Is the feature problematic?

a. Yes: if two or more categories have been entered for at least one image (usually at least two images!)
b. Maybe: if it is not so sure that it is a problem
2. Might the feature eventually be a problem in other watermarks?

a. Yes

b. Maybe: if not yes or maybe are entered in the previous question
3. What is the problem / what caused the problem?

a. Image: error due to bad image quality

-> chain lines, eyes (number, position), ears (number), nostrils (number), front shape

b. Judgement: error due to erroneous judgement (e.g. caused by optical illusion)

-> global shape (orientation), eyes (alignment), nostrils (alignment)

c. Feature: feature is ambiguous

-> global shape (profile), ears (endings, roundness, width), eyes (shape), head (shape), horns (endings, orientation, inside), in-between horns (shape), nose (concomitance, shape)

d. Definition: definition of feature is not clear in current form

-> eyes (number, distance, alignment), ears (number), nostrils (number, distance, alignment)
4. Hoe easily can the problem be solved?

a. Red: difficult to solve

b. Yellow: can probably be solved/improved with some effort
c. Green: easy to solve 

5. Should the feature be described unanimously? 

a. Yes: if this requirement is to be met
-> chain lines, number of: ears, eyes, nostrils

6. What is the distinctive value of a particular feature / how important is it to solve this problem? (A feature with a high distinctive value helps to make the group of the selection smaller and identifies the images in question with a high recall and precision)

a. Low

b. Medium

c. High

7. What could contribute to a solution
?

a. Grouping: Two descriptions could be assigned to a feature if it is impossible to clearly decide for one 

-> left/right, global shape (orientation, profile?), eyes (alignment, distance), in-between horns (shape), nose (shape), nostrils (alignment, distance)
b. Extra tool: e.g. in the case of the feature ‘orientation’ minimally 5% of NW/NE direction are required to assign these values; graphical support could help to solve the problem; a similar tool might work for e.g. alignment; this does not solve ambiguity problems introduced by diverse manners to describe images in the databases
-> global shape (orientation), eventually alignment?
c. Clear definition: some features lack a clear definition about what value to choose; providing a clear definition would solve these problems

-> number of: ears, eyes, nostrils, additional elements (number, type)
d. ?: no good solution found

-> ears (endings, roundness, width), head (shape), nose (concomitance with other elements)
8. Is there still a problem with the solution having been applied?

a. Red: still a problem

b. Yellow: might still be a problem

c. Green: solved

9. Is it a problem that matters very much?

a. Yes: the problem cannot be solved
b. Maybe: the problem might not be solved
The following problems cannot be solved easily:
Problem
The features that have a rather high distinctive value and still rest in a problem are:
Ears endings, roundness, width

Eyes shape

Head shape

In-between horns shape

Nose concomitance with other elements, shape

Eventual problem
The features that have a rather high distinctive value and still might rest in a problem are:

Eyes alignment, distance, position

Horns endings, orientation, inside
	Conclusion




Some problems in the component model are extremely difficult to solve - even after applying one or two of the solutions named above. If even people with some experience in watermark description disagree in their decisions, this might be an indication for even greater difficulties for less experienced users, who have decided to work with the component model. Some features in watermark description will always be prone to the users’ subjectivity, and this will result in the irretrievability of data.

There are some possibilities to improve the model.

1. Definitions should be clarified (on terminology level as well as on entry policy). We can then solve current problems with additional elements (i.e. all example images have a ‘star’ and a ‘stem’) and with the number of eyes, ears and nostrils in a watermark (i.e. make sure the number of eyes is ‘two’ even if one eye is not visible due to poor image quality).

2. An additional tool to measure global shape orientation could solve the problem with the 5˚ measurement; a similar tool could measure e.g. alignment. Some effort has to be done to achieve this.
3. Assigning two possible descriptions to a component (during data entry and/or in a query) might solve some retrieval problems but will cause a larger workload and a loss in precision. How can we estimate if the quality improvement by applying this measure is worth the effort to be done?

Next to the considerable amount time that has to be spent on description entry, the quality of the achieved result is hard to estimate. I am eager to see the results of other tests on the component model.
� Recall: total of true positives in a result divided through the sum of true positives and false positives which are not among the retrieved results (e.g. if recall = 1 you find all results that you should have found)


Precision: total number of true positives in a result divided through the sum of true and false positives which were among the retrieved results (e.g. if precision = 1 all results belong to the group of results you should have found)


� As suggested by a.o. Vlad Atanasiu and Ezio Ornato





